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Method Overview

“bear statue turns its head”

“flowers moving in the wind”

“strong wind makes the vase wobble”

“toy bulldozer lifts up its shovel”

“toy bulldozer moves forwards”

Results

Motivation
• Text-to-4D and video diffusion models do not provide sufficient control for 

real-world applications in AR/VR or film-making.
• Instead, animate given 3D scenes using video diffusion models as 

guidance!

• Make use of several pre-trained 2D models to lift motion into 3D without 
training or expensive runtime optimization as in Score Distillation Sampling.

à Animate scenes in under 10 minutes on a 24GB GPU!
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Improving 3D Consistency of Generated Videos
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